1. Introduction

The morphological complexity (MC) of a language refers to the richness of inflection, i.e., a higher number of different nominal case forms, more structural units and rules or representations indicate greater complexity (Kettunen, 2014). More recently, with the development of computer-based methods for assessing MC, a more systematic research of complexity has been undertaken (for an overview of common methods for quantifying complexity, see Bane, 2008). In this study, we applied four measures of MC to language samples from children speaking different languages to see if these measures reflected typological differences between languages and age differences.

1) **Word entropy** is a measure of the predictability and uncertainty of information conveyed by strings of symbols or words in a text or language (cf. Bentz et al., 2016). This reflects the average information content of words.

2) The **relative entropy of word structure** focuses on measuring the information content of the internal structure of words (Bentz et al., 2016). It measures the information stored in the words via morphological regularities (Dehouck, 2019).

3) **Kolmogorov complexity** is a measure of structural surface redundancy based on the repetition of orthographic strings in a text (Juola, 1998: Ehret and Szmrecsanyi, 2016). The measure is based on a compression technique, which means that the complexity of a given text is evaluated as the length of the ultimate shortest description of the text.

4) **Bane’s (2008) measure** is used to separate word stems, affixes, and signatures and then calculate the description lengths of these strings. The morphological complexity of a language is calculated by dividing the description length of the affixes and stems by the total description length of the model.

2. Aim and hypotheses

To apply measures reflecting morphological complexity to language samples of children speaking different languages. We compared corpora representing the language production of younger and older children to gain information about the morphological complexity of languages and to show morphological complexity from a typological perspective.

Measures will show higher results for corpora of older children narratives than for corpora of younger children narratives, and higher results for more morphologically complex languages.

3. Methodology

Materials

The corpus used in this study is a selection from the Frog Story subcorpus of CHILDES corpora (MacWhinney, 2000).

- Oral narratives collected by various researchers between 1990 and 2005
- Based on Frog, where are you? → the 29-page wordless picture book by Mercer Mayer (1969)
- The narratives were collected and transcribed using the same procedure (for a full description, see Berman & Slobin, 1994)

The transcripts in seven languages were selected: Croatian, English, French, German, Italian, Russian, and Spanish. Additionally, samples of Lithuanian language, collected according to the same principles, were added. The languages differ in their inflectional morphology and represent four different language families: Slavic, Germanic, Romance, Baltic. Overall, the corpus included 249 narratives evenly distributed across eight languages.

4. Results

Four measures of morphological complexity were calculated for each subcorpus: Word entropy, Relative entropy of word structure, Kolmogorov complexity, and Bane measure. These measures evaluate the text samples according to: 1) quantitative complexity, i.e., the number of grammatical contrasts, markers or rules; 2) irregularity-based complexity, i.e., the number of irregular grammatical markers. Scores were compared between corpora of younger and older children.

5. Conclusion

Younger children corpora had lower morphological complexity than older children corpora on all four measures in Spanish and Russian. Reversed results were obtained for English and French, and the results for the remaining four languages showed variation. Relative entropy of word structure proved to be indicative of age differences. Word entropy and relative entropy of word structure showed potential to demonstrate typological differences.
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